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CH 0: Introduction





Azure Machine Learning



2019 2023
Source: Gartner

5X

WHY AML

https://www.gartner.com/smarterwithgartner/gartner-predicts-the-future-of-ai-technologies




Azure Machine Learning



Workspace

Basics of AML

Azure Machine Learning



Accessing Workspace using AML Studio (https://ml.azure.com/)



Key Vault

App Insights

Storage Account

Basics of AML

Workspace

Container Registry*

*optional



• Compute Cluster

• Kubernetes Clusters

• Attached Compute

• Compute Instance

Compute Targets



Compute Targets

• Compute Cluster

• Kubernetes Clusters

• Attached Compute

• Compute Instance



Jupyter

VSCode

Docker

PythonPyTorch

TensorFlow

GPU Drivers

Conda
Compute Instance

Compute Instance Overview



Jupyter Notebooks

Storage Account

Datasets

Models

Python Scripts

Logs

Snapshots

Datastores

File Share Blob Storage

Storage Account Overview



Datastores mapped to File Shares and Blob Storage of Workspace

Datastore Overview



Datastore Example



File Share only uses credential-based Auth-N (Source: MS Docs)

Username: Storage Account Name
Password: Storage Account Access Key

https://learn.microsoft.com/en-us/azure/machine-learning/concept-data?view=azureml-api-2


Compute InstancesUsers

File Share

Workspace



CH 1: Did you see my keys?



Directories in a Compute Instance



○ Nodes: VMs (Linux/Windows)

○ Pools: Logical group of Nodes

○ Job: Collection of tasks,

E.g., 10 runs of a script

○ Task: Individual run of a job, 

E.g., 1 single run of a script

Azure Batch Components

Pool

Nodes



○ start task:

■ Runs when a node starts up

■ Programs/Files required stored in

/mnt/batch/tasks/startup/

○ Output of start task in

/mnt/batch/tasks/startup/stderr.txt

/mnt/batch/tasks/startup/stdout.txt



Compute InstanceFile Share

mounted on



• Output of start task logged in –

  /mnt/batch/tasks/startup/{stdout,stderr}.txt

• ‘sudo’ commands logged in /var/log/auth.log

Access Keys in error, auth logs





Fix: Masked Storage Account Access Key in Batch error logs 

Fix: Access Key masked





Compute Instance

Agents

• Manages Compute Instance

• Located at: /mnt/batch/tasks/startup/wd/

• Configs == $environment variables

• Agent configs in files at:

/mnt/batch/tasks/startup/wd/dsi/



Storage Account Access Key in agent config file (x2)

• Config for agents:

  dsimountagent     → /mnt/batch/tasks/startup/wd/dsi/dsimountagentenv
  dsiidlestopagent   → /mnt/batch/tasks/startup/wd/dsi/dsiidlestopagentenv

Access Keys in agent env. files



Source: mount.cifs(8) - Linux man page

Key passed as an env. variable

https://linux.die.net/man/8/mount.cifs


CH 2: Wait, is that my token?



Compute InstanceUser

Load Balancer

<CI_NAME>.<REGION>.instances.azureml.ms/tree/
<CI_NAME>.<REGION>.instances.azureml.ms/lab

e.g. JupyterLab URL - https://aml.eastasia.instances.azureml.ms/lab



Access Compute Instance using JupyterLab



Access Compute Instance using browser-embedded terminal



Azure Active Directory Azure Machine Learning User ComputeClient

Login

ARM Token

ARM Token
AML Token

Authentication flow for a user accessing AML service

User

Perform AML actions

https://learn.microsoft.com/en-us/azure/machine-learning/concept-enterprise-security?view=azureml-api-2


nginx config of the Compute Instance



nginx config of the Compute Instance



Incoming Request Flow

0.0.0.0:44224
127.0.0.1:8888

/var/log/nginx/{access,error}.log



JWT logged in nginx access logs



Decode JWT to view the AML token



Jupyter server can receive token in URL parameter (Source: Jupyter Docs)

JWT token in URL parameter

https://jupyter-server.readthedocs.io/en/latest/operators/security.html


What could go wrong?



Error logs being shared on public platforms like GitHub



Supply Chain Attack in Dependencies



File Share

Storage Account

Blob Container

Jupyter Notebooks

Datasets

Models

Python Scripts

Logs

Snapshots



Compute InstancesUsers

File Share

Workspace



Compute InstancesUsers

File Share

Workspace



Compute InstancesUsers

File Share

Workspace



Compute InstancesUsers

File Share

Workspace



Source: MS Docs

https://learn.microsoft.com/en-us/azure/machine-learning/tutorial-explore-data?view=azureml-api-2


Access Keys stored in cleartext (x4 instances)



Fixed

https://msrc.microsoft.com/update-guide/vulnerability/CVE-2023-23382

https://msrc.microsoft.com/update-guide/vulnerability/CVE-2023-23382


• Logging/storing credentials in cleartext is unhealthy

• Understand dev-centric features & their associated risks

• While using open-source tools, review configurations

• Sensitive information should not be sent as URL parameters

• Check logs for sensitive information before sharing

Takeaways



CH 3: Spying The Scientist



Compute Instances can be created in vNets



Compute InstanceVirtual Machine

vNet



dsimountagent

• Compute Instance exposes a port – 46802

• Process listening is dsimountagent 

• Runs with high privileges (as ‘root’) 

• Written in Go, closed-source, not stripped

Compute Instance

Enumerating the Compute Instance



• Function: hosttools/dsi.StartApiService

• Exposes following endpoints:

  - /ci-api/v1.0/filesystem/sync
  - /ci-api/v1.0/datamount
  - /ci-api/v1.0/services/
  - /ci-api/v1.0/imageversion
  - /aml-api/v1.0/datamount

• No AuthN for network-adjacent resources



• /ci-api/v1.0/filesystem/sync -> execute sync command on a file

• /{ci,aml}-api/v1.0/datamount -> run mount operation

• /ci-api/v1.0/imageversion -> view the Compute Instance image version

• /ci-api/v1.0/services/ -> list any systemd services’ status

Exposed APIs



• /ci-api/v1.0/filesystem/sync -> execute sync command on a file

• /{ci,aml}-api/v1.0/datamount -> run mount operation

• /ci-api/v1.0/imageversion -> view the Compute Instance image version

• /ci-api/v1.0/services/ -> list any systemd services’ status

Exposed APIs



/ci-api/v1.0/services/  → status of all systemd services

Status & List of Services on CI 



/ci-api/v1.0/services/<service>/logs?limit=5000 → see any services’ logs

Viewing Service Logs on CI



Information Disclosure

Compute InstanceVirtual Machine

vNet



How bad could it be?



Jupyter installed as a systemd service



Jupyter Service Logs



Command logged in Service Logs





Compute InstanceVirtual Machine

vNet

Attacker

User

$ sudo cat /etc/shadow

/ci-api/v1.0/services/jupyter/logs

dsimountagent

systemd logs

:46802

azureuser : TTY=pts/0 ; PWD=/ ; USER=root ; COMMAND=/usr/bin/cat /etc/shadow

jupyter.service





Fixed

https://msrc.microsoft.com/update-guide/vulnerability/CVE-2023-28312

https://msrc.microsoft.com/update-guide/vulnerability/CVE-2023-28312


• Secret agents -> Secret bugs -> Invisible attack surface ++

• Vulnerabilities (still) exist in cloud agents

• Need for focused threat modelling on agent features

• Practicing Zero-Trust is hard; but crucial for cloud security

• Simulating attacks in secure configs may uncover vulnerabilities

Takeaways



CH 4: Can you really see me?



Compute Instance

Virtual Machine
Key Vault

App Insights

Storage Account

Container Registry



Usage of Managed Identities

https://www.trendmicro.com/vinfo/br/security/news/virtualization-and-cloud/an-analysis-of-azure-managed-identities-within-serverless-environments

https://www.trendmicro.com/vinfo/br/security/news/virtualization-and-cloud/an-analysis-of-azure-managed-identities-within-serverless-environments


Compute Instance

Virtual Machine
Key Vault

App Insights

Storage Account

Container Registry

User Assigned 
Managed 
Identity



Compute Instance

Virtual Machine
Key Vault

App Insights

Storage Account

Container Registry

System Assigned 
Managed Identity

System Assigned 
Managed Identity



Using Azure CLI to sign in with a managed identity

https://learn.microsoft.com/en-us/cli/azure/authenticate-azure-cli#sign-in-with-a-managed-identity


GET /MSI/auth/?resource=https://management.core.windows.net/&api-
version=2017-09-01 HTTP/1.1
Host: 127.0.0.1:46808
User-Agent: python-requests/2.31.0
Accept-Encoding: gzip, deflate
Accept: */*
Connection: keep-alive
secret: 6cvsqlMIRvIyURbztZ3P identityresponderd

Traffic observed on ‘az login --identity’



identityresponderd



APPSETTING_WEBSITE_SITE_NAME=AMLComputeInstance
MSI_ENDPOINT=http://127.0.0.1:46808/MSI/auth
MSI_SECRET=6cvsqlMIRvIyURbztZ3P
OBO_ENDPOINT=http://127.0.0.1:46808/OBO/token
DEFAULT_IDENTITY_CLIENT_ID=clientid

/etc/environment.sso

identityresponderd

Env vars fetched by identityresponderd



Syslog entries for identityresponderd



instance=<CI_NAME>
domainsuffix=<REGION>.instances.azureml.ms
tokenurl=https://<REGION>.cert.api.azureml.ms/nbip/token/subscriptions/<S
UB_ID>/resourceGroups/<RG_NAME>/workspaces/<WS_NAME>/computes/<CI_NAME>
certurl=https://<REGION>.cert.api.azureml.ms/nbip/token/

Public endpoints defined in /mnt/azmnt/.nbvm

Env vars fetched by identityresponderd





POST
/nbip/token/subscriptions/<SUB_ID>/resourceGroups/<RG_NAME>/workspaces/<WS_NAME>/co
mputes/<CI_NAME> HTTP/1.1
Host: <REGION>.cert.api.azureml.ms
User-Agent: Go-http-client/1.1
Content-Length: 70
Content-Type: application/x-www-form-urlencoded
Accept-Encoding: gzip

certThumbprint=<THUMBPRINT>&instanceId=<CI_NAME>&resource=https%3A%2F%2Fmanagem
ent.core.windows.net%2F

Final request to fetch AML JWT

Certificate & Private Key used from:
/mnt/batch/tasks/startup/certs/sha1-<THUMBPRINT>.{pem,key}



$certurl

Certificate + Private Key

/mnt/batch/tasks/startup/certs/

identityresponderd
200 OK with AML JWT



Certificate + Private Key

/mnt/batch/tasks/startup/certs/

401 Unauthorized
Attacker

$certurl



Certificate + Private Key Compute Instance

tied to

Assumption



dsimountagent

Return To Castle dsimountagent



A section of environment variables used by DSIMountAgent

Env. vars used by dsimountagent



dsimountagent

Compute InstanceFile Share

every 120schecks & mounts

What does dsimountagent really do?



$AZ_BATCHAI_XDS_ENDPOINT
Certificate + Private Key

/mnt/batch/tasks/startup/certs/sha1-$AZ_LS_CERT_THUMBPRINT.{key, pem}

dsimountagent



DSIMountAgent requesting Workspace information



$AZ_BATCHAI_XDS_ENDPOINT

dsimountagent Function: hosttools/clients.GetWorkspaceInfo

Fetching Workspace Information



• Resource IDs:
  - Storage Account
  - Key Vault
  - Application Insights
  - Container Registry
• Metadata:
  - Workspace ID
  - Private Link Information
  - Tenant ID
  - Subscription ID

The ‘whoami’ of AML Workspace



$AZ_BATCHAI_XDS_ENDPOINT

dsimountagent Function: hosttools/clients.GetWorkspaceSecrets

Fetching Workspace Secrets



Response containing Storage Account name and an encrypted JWE

Storage Account Access Key JWE



$AZ_LS_ENCRYPTED_SYMMETRIC_KEY 

dsimountagentenv/dsiidlestopagentenv

$AZ_BATCHAI_CLUSTER_PRIVATE_KEY_PEM

Decrypted Symmetric Key

JWE of Storage Account Access Key
Storage Account Access Key

Decrypted Symmetric Key

JWE Decryption Routine

Thank you David! \m/



Storage Account Access Key

Environment Variables

Certificate + Private Key



Storage Account Access Key

Environment Variables

Certificate + Private Key

Does rotating the key help?





Are there more open-sesames?



hosttools/clients.GetWorkspaceSecrets

hosttools/clients.generateXDSApiRequestSchema

Cross references to ‘hosttools/clients.generateXDSApiRequestSchema’

More ‘RequestType’ Candidates



User Compute Instance

Using a System-Assigned Managed Identity



Viewing function arguments using gdb-gef 

Figuring out GetAADToken Schema



$AZ_BATCHAI_XDS_ENDPOINT

dsimountagent Function: hosttools/clients.GetAADToken

Fetching AAD Token of System-Assigned MI



Response containing Azure AD Token of System-Assigned Managed Identity

System-Assigned Managed Identity Token



Bonus: User-Assigned Managed Identity Token

$AZ_BATCHAI_XDS_ENDPOINT

dsimountagent Function: hosttools/clients.GetAADToken



Compute Instance

Virtual Machine
Key Vault

App Insights

Storage Account

Container Registry

User/System 
Assigned 
Managed 
Identity

Bonus: User-Assigned Managed Identity Token



https://learn.microsoft.com/en-us/azure/active-directory/managed-identities-azure-resources/overview

Reading b/w the lines ☺



Attacker

Certificate + Private Key

dsimountagent

• ‘whoami’ of AML Workspace
• Storage Account’s Primary Access Key
• Azure AD Token of any Managed Identity and much more…

$AZ_BATCHAI_XDS_ENDPOINT

Recap



Live Demo



How do the logs look?





Fetching Managed Identity JWT from a Compute Instance

Legitimate activity



$AZ_BATCHAI_XDS_ENDPOINT
Certificate + Private Key

/mnt/batch/tasks/startup/certs/sha1-$AZ_LS_CERT_THUMBPRINT.{key, pem}

Attacker

Malicious activity

Fetching Managed Identity JWT from an attacker’s environment







• Almost identical logs

• Missing location info

• To invalidate stolen certificate, delete Compute Instance

• Certificate valid for two full years

• If over-permissive identity == Lateral Movement, Privilege Escalation



• Have cloud service logging enabled & in-place

• Logging for Managed Identity usage could be done better

• Scope identities following principles of least privilege

• Defense-in-Depth w.r.t Cloud environments is a good win

• Threat model environments for possible scenarios of compromise

Takeaways



The Funhouse of Experiments:
A Rollercoaster Ride





● Container Escape in Azure ML Jobs

● No* cross-tenant scenarios

● No* Dependency Confusion in npm packages

● No* misconfigurations in Jupyter implementation

Other Angles of Learning



● Job: Command to execute in a specific environment

● Used to perform model training/inference

● Can track metrics, logs, outputs, performance

● Environment: Docker Image (dependencies, tools, libraries etc.)

● Environment can be curated/custom

Container Escape in AML Jobs



Creating a training job



Specifying an environment



● Where does the job run in? And on what?

● Can I escalate from the container-to-host?

● Is the underlying host shared across other users/tenants?

● Are there nearby hosts to poke around?

Questions



Fetch a Shell !



Listing running processes



Escaping the Container

Credits: Docker API Honeypots + Percussive Elbow’s docker-escape-tool

https://github.com/PercussiveElbow/docker-escape-tool


● Where does the job run in? And on what? → Microsoft subscription, VMs

● Can I escalate from the container-to-host? → Yes (Privileged Containers)

● Is the underlying host shared across other users/tenants? No

● Are there nearby hosts to poke around? (Only for the jobs you create)

Findings



● Where does the job run in? And on what? → Microsoft subscription, VMs

● Can I escalate from the container-to-host? → Yes (Privileged Containers)

● Is the underlying host shared across other users/tenants? No

● Are there nearby hosts to poke around? (Only for the jobs you create)

● Could the hosts be re-used?

One Last Question



● Create a malicious job which creates a file on the underlying host

● Delete the job from the workspace

● Create a new job in the same workspace

● Expectation: File is removed (i.e., New job→ New VM)

● Observation: File exists (at times) (i.e., New job→ Old VM)

Verifying host re-use



Learning

job

job

Pool A

Pool B



Where do we go now?



Source: MS Docs

https://learn.microsoft.com/en-us/azure/machine-learning/how-to-network-security-overview?view=azureml-api-2


Use Private Links, Bastion, Endpoints



Network Isolation Options



● Monitor Cloud environments for changes

● Setup logging using Cloud Native solutions

● Leverage frameworks (e.g., Azure Threat Research Matrix)

● ‘Trust, but verify’ (e.g., Integrity of Jupyter notebooks, scripts etc)

● Examine managed services to uncover silent threats

● Implement the principle of least privilege (e.g., use custom roles)



MITRE ATLAS™ Framework for MLaaS Environments

https://atlas.mitre.org/


Case Studies of attacks on ML systems

ATLAS Case Studies

https://atlas.mitre.org/studies/


David Fiser (@anu4is)

Magno Oliveira (@magnologan)

@thezdi

Acknowledgements



we need to secure our present, first.



THANK YOU!
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