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Background

Why we need LDP since we have anonymization?



Data Release & Privacy Leakage

Strava's fitness tracker heat map reveals the
location of military bases

Geolocation isn't a new problem for the military
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Slide from “Privacy at Scale: Local Differential Privacy in Practice”



De-anonymization & Linking Attack
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Background

How to guarantee privacy?



K-anonymity & its variants

1 28 13053 Heart Disease 1 [20-30] 130** Heart Disease

2 29 13068 Heart Disease 2  [20-30] 130** Heart Disease

3 21 13068 Viral Infection 3 [20-30] 130** Viral Infection
k-anonymization

4 | 23 13053  Viral Infection _[20-30] 130** Viral Infection

5 50 14853 Cancer

6 55 14853  Heart Disease

7 47 14850  Viral Infection 7

8 49 14850 Viral Infection 8

9 31 13053 Cancer 9 | [30-40] 13*** Cancer

10 37 13053 Cancer 10 [30-40] 13*** Cancer

11 36 13222 Cancer 11 [30-40] 13*** Cancer

12 35 13068 Cancer 12 [30-40] 13*** Cancer

Sweeney, Latanya. "k-anonymity: A model for protecting privacy.” International Journal of Uncertainty, Fuzziness and
Knowledge-Based Systems 10.05 (2002): 557-570.



Background

How to quantitatively guarantee privacy?



Differential Privacy

Jane Smith
has cancer \@

O,~ OO ancer —
1838
/ 112
/// Cancer
Record \\‘ O 8 O
similar to "\ O O O
Jane's \\
v\ @ 8 O
& o Q
‘ . L v /N v J

Test input Teachers

Add
Gaussian
noise to
each vote
count

]

e

Cancer ' ‘_'[

;Y_)

Teacher predictions  Teacher vote counts

o
-]
— - I

H_J

Class with
most Noisy
votes

ey

H_)

Noisy vote counts

Prediction



Background

How to preserve privacy and reduce trust?



Reduce Trust

Jane Smith
has cancer \@

Data aggregator sees the true data.
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Reduce Trust

SMC? homomorphic encryption?

or run DP by each user?



History

Increased
Privacy
Needs
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. - More Secure DP
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& its improvement

TR Quantitative Privacy
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Theoretical Foundations

A randomized algorithm K satisfies e-differential privacy iff:
Given two data sets that differ by one individual called D and D’, for any
output S of K:

Pr|K(D) € S] -
PriK(D) € 5] = %

Epsilon is private budget.

Smaller epsilon comes with better privacy.



From DP to Local DP

A randomized algorithm K satisfies e-differential privacy iff:
Given two data sets that differ by one individual called D and D’, for any
output S of K:
Run on the server Pr|K(D) € S] < o
PrlK(D') e S] —

A randomized algorithm K satisfies e-local differential privacy iff:
Given any two inputs x and x’ and for any output y of K,

Run on the client Pr(K(z) = ]

Prik(e) =y =




Randomized Response
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More...

PCE
Harmony-Mean LoPub
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K-RR: From binary to v

The generalized randomized response mechanism is that for any input z and
1ts output y:

66

e ify=u
Pr(ylz) = ¢ X171+ oy #
[X[—1te i 5= &

where X is the true data set, x € X.

Randomized Response is included in a special case when | X| = 2



RAPPOR: LDP In

Tracks inputs in the Chrome browser (URLS).

Opensource implement @https://github.com/google/rappor
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Chrome Settings

v Automatically send usage statistics and crash reports to Google

RAPPOR: Randomized Aggregatable
Privacy-Preserving Ordinal Response

« Send BAPPOR statistics to Google

I Settings v Send a "Do Not Track" request with your browsing traffic



RAPPOR: LDP In

Client Data Collector
Real Data: "A”
Size of Bloom Filter String:h Alo|1]0]1] .. cj1]1]0
B|l1|1|]0]1] ... 1111
Bloom filter
(B) 0 1 0 0o | ... 0 1 0 o\ |
(C)] o0 0 1 1 | ... 0 1 1 0
56 |32 |12 | 23 | ... 15 | 74 | 15 | 25
PRR
(B,) 0 1 1 0o | ... 0 1 1 0 Mappmg Matrix
01..1
Lasso Regression 11 .0
10..1
IRR
() 0 1 0 1| ... 0 1 1 0 Result Data A B | C
Number 32 18 | ... 11
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LDP In &

Objective:
count frequencies of many items

1:57 w! T ©3

{ DifferentialPrivacy_2018-10-20-1... m

Differential privacy

{

4/’
"version": 21, o w &

"segments": [

{

"algorithm": "MultiBitHistogram",
"key": "com.apple.health.datatypes.usage.monthly",
"parameters": {"epsilon":2,"p":104},
"records": [
"160C147051F441031127341891"

]

b

{

"algorithm": "CountMedianSketch",

. A e

WWDC 2016



LDP In &

Apple uses their system to collect data
from iOS and MacOS users.

« Popular emojis: (heart) (laugh) (smile)
(crying) (sadface)

« New words: bruh, hun, bae, tryna,
despacito, mayweather

« Which websites to mute, which to
autoplay audio on!

Slide from  “Privacy at Scale: Local Differential Privacy in Practice”
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Telemetry Collection: LDP In = Microsoft

Objective: Deployed in Windows 10 Fall

Collects number of seconds Creators Update 2017 Oct.
users spend in different apps
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Challenges: Complicated Data Structure
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Challenges: Complicated Query Task







