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DeepPicar: A Low-cost Deep Neural Network-based
Autonomous Car

Michael G. Bechtel!, Elise McEllhiney!, Minje Kim*, Heechul Yun'
iversity of Kansas, USA. {mbechtel, elisemme, heechul.yun} @ku.edu

Abstract—We present DeepPicar, a low-cost deep neural net-
work based autonomous car platform. e
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I. INTRODUCTION
Autonomous cars have been a topic of increasing interest
in recent years as many companies are actively developing
ted hardware and software technologies toward fully au-
tonomous driving capability with no human intervention, Deep
neural networks (DNNs) have been successfully applied in
arious perception and control tasks in rece
are important workloads for autonomous vehicles as well
For example, Tesla Model S was known 10 use a specialized
chip (MobileEye EyeQ). which used a vision-

ndiana.edu

be directly linked to the safety of the vehicle. This
requires a high computing capacity as well as the means to
guaranteeing the timings. On the other hand, the computing
hardware platform must also satisfy cost, size, weight, and
power constraints, which require a highly efficient computin;
platform. These two conflicting requirements complicate the
platform selection process as observed in [23].

To understand what kind of computing hardware is needed
for Al workloads, we need a testbed and realistic workloads.
While using a real car-based testbed would be most ide:
is not only highly expensive, but also poses serious safety
concerns that hinder development and exploration. Thei
there is a need for safer and less costly testbeds.

In this paper, we present DeepPicar, a low-cost autonomous
car testbed for research. From a hardware perspective, Deep-
Picar is comprised of a Raspberry Pi 3 Model B quad-core
computer, a web camera and a sr RC car, all of which
are affordable components (less than $100 in total). The

, employs a stat
end-to-end deep learnin

which utilizes a deep convolutional neural network (CNN).
The CNN receives an image frame from a single forward
looking camera as input 2 ates a predicted steering
angle value as output at each control period in real-time. The
CNN has 9 la about 27 million connections and 250
thousand parameters (weights). DeepPicar’s CNN architecture
is identical to that of NVIDIA’s real-sized self-driving car,

2 [5), which drove on public roads without

s intervention while only using the CNN.

Using DeepPicar, we systematically analyze its real-time

capabilities in the context of end-to-end deep-learning based
-time control, esp on real-time inferencing of the

CNN. We also evaluate olh:‘r more powerful, embedded

computing platforms to better understand achievable

time performance of DeepPicar’s CNN based control system

https://arxiv.ora/pdf/1712.08644.pdf
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#How Does It Work?

Steering (-1to 1)
Throttle (-1 to 1)
Drive Mode (manual / auto)

Image (120 x 160)

Drive
Perfectly.




#How Does It Work?

Image Array Neural network.

Convolution layers

120 pixels high
160 pixels wide
3 RGB channels

Fully connected layers

Steering + Throttle
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#How Does It Work?

vehicle state

Get I I
— Take G.e LB ' autopilot Lpegs B LLeEs R Save data.
picture. input. : : servo.
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#How Does It Work?

vehicle state

Get '
autopilot ¢ — Save data.

Webserver

Http POST

Browser
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#How Does It Work?

vehicle state

Take | Getuser || Get | Update

: = autopilot —| Save data.
picture. input. servo.

Steering &
Throttle
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#How Does It Work?

vehicle state

! Get E
Take ] G_et user — autopilot = Update | | Save data.
picture. input. i : servo.

PWM PWM
Value Value

50% duty cycle Motor Controller

J | l PWM PWM
75% duty cycle Signal Signal

AU UL

25% duty cycle

L T1T_T1

Example PWM Signals Motor

Servo || ESC
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#How Does It Work?

#HITB2018PEK CommSec Track

vehicle state

Take
picture.

Get user
input.

Get
autopilot

]
(-

Update
servo.

Save data.

.json

user/steering: .3
user/throttle: .4




#How Does It Work?

Keras / Tensorflow Autopilots

mg_in = Input(shape=(120, 160, 3), name="img_in")

img in

Convolution2D(24, (5,5), strides=(2,2), activation="relu
Convolution2D(32, (5,5), strides=(2,2), activation='relu
Convolution2D(64, (5,5), strides=(2,2), activation='relu
Convolution2D(64, (3,3), strides=(2,2), activation='relu
Convolution2D(64, (3,3), strides=(1,1), activation='relu

i
X
X
X
X
X
X

Flatten(name='flattened') (x)

Dense(100, activation="relu')(x)
Dropout(.1)(x)
Dense(50, activation="relu')(x)
Dropout(.1)(x)

ahgié_buir=rDéhse(15; aétivatidh='softmax', name="angle out')(x)

throtfle_out = Dense(1l, activation='relu’, name='throttle out')(x)
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#Hardware

Magnet Car (Red / Blue) or alternative

$92
M2x6 screws (4)

$6
M2.5x12 screws (8)
$5
M2.5 nuts (8)
$6
M2.5 washers (8)
$7
USB Battery with microUSB cable
$17
Raspberry Pi 3
$38
MicroSD Card
$20
Wide Angle Raspberry Pi Camera
$25
Female to Female Jumper Wire
$7
Servo Driver PCA 9685
$12
3D Printed roll cage and top plate.

$45

#HITB2018PEK CommSec Track
TOTAL:



#Software

GPIO Pinout Diagram

Grios oo o014

4 Squarely Placed 40 GPIO SMSC LAN9514 USB
Mounting Holes Headers Ethernet Controller

Run Header Used I
to Reset the PI

Broadcom BCM2835

MicroSD Card Slot
(Undemeath)

DSI Display Connector

g Regulater for
’

S Ethernet Out Port

.Smm Audio and

5V Micro USB  HDMI Out Port
i S Composite Output Jack

Power
CSI Camera
Connector

#HITB2018PEK CommSec Track

Raspberry Pi

INFRRNIE

Download prebuilt zipped disk image (1.1GB)
Flash it
git clone https.//github.com/wroscoe/donkey

pip install -e .[pi]

Linux / Host Machine

OO WN

sudo apt-get install virtualenv build-essential
python3-dev gfortran libhdf5-dev

virtualenv env -p python3

source env/bin/activate

pip install tensorflow

git clone https//github.com/wroscoe/donkey
pip install -e .
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Download: https://docs.donkeycar.com/quide/simulator/
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https://docs.donkeycar.com/guide/simulator/

#HITB2019AMS - Gentlemen Start Your Als
May 6th - 10th 2019

Hackerspaces / Individuals

1/16 scale Donkeycar - All hardware provided
2 batteries per team

3 days free practice (6/ 7/ 8th May)
Qualifying - 9th May (2 sessions)

Top 10 teams move to race day (10th May)

Finalists will be given Intel Movidius Neural Compute Stick - Go harder, go faster, be
better!

Professional Teams

Bring your own car - 1/10 scale
No limit on hardware sensors
Limited to 3 batteries per team

3 days free practice (6/ 7/ 8th May)
Qualifying - 9th May (2 sessions)
Race Day - 15 min race time
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Get building, get racing, and see you in Amsterdam!

Questions?

133tdawg@hitb.org // @L33tdawg
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